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Welcome to IMRF 2018

INTERNATIONAL

MULTISENSORY
RESEARCH FORUM

We would like to personally welcome each of you to
Toronto, Canada for the 19th Annual International
Multisensory Research Forum! Multisensory research
continues to be an exciting and dynamic field. We hope
you will enjoy this program of exciting scientific lectures
and symposia, poster presentations, and networking
forums that will benefit your research and, we hope,
generate new collaborations!

Sincerely,
IMRF 2018 Organizing Committee



General Information

Registration

The Registration Desk is located in the Chestnut Foyer (see
“Maps” section) and will be open at the following times:

- Thursday, June 15" from 4:30 PM — 7:00 PM

- Friday, June 16™ from 8:30 AM — 5:00 PM
- Saturday, June 17" from 8:30 AM — 5:00 PM

Venue

The Chestnut Residence and
Conference Center is the main venue for
IMRF 2018 (see Map on next page).
Located adjacent to the Yonge and
Dundas Square and directly north of the
city’'s Financial District and City Hall.
Chestnut is in the heart of the downtown
core. We are only a 5-min walk from St.
Patrick subway station, a 10-min walk
from the Toronto Eaton Centre, and a 10-
min walk from Toronto’s Financial
District.
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Chestnut Residence and Conference Center
89 Chestnut St., Toronto, ON M5G 1R3

Closest Dundas Streetcar Stop: Dundas St West @ Chestnut Street
Parking: Paid parking available on Chestnut St. south of the building



Toronto Reference Library (Banquet Dinner)
789 Yonge St, Toronto, ON M4W 2G8
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Directions to the Toronto Reference Library:

- Walk north on Chestnut to Dundas Street
- Walk east to Dundas St West and Yonge
- Take subway line 1 Northbound towards Finch Station
- Exit at Bloor-Yonge Station
- Walk north on Yonge to the Reference Library

Interactive Map:
Recommendations (restaurants, bars, entertainment, etc.) are available on an
interactive map on our website. See: imrf.info/wp_imrf/annual-meeting/toronto
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Academic program at a glance

Date Time Program Location
Thursday June 14"  7:45pm — 8:45pm Opening Keynote Ballroom
Friday June 15" 9:00am — 10:30am  Symposium 1: Recovering from Ballroom
Blindness
10:45am -12:00pm  Talk Session 1: Audio-Visual Integration Ballroom
1:30pm — 2:15pm Symposium 2: Progresses in Vestibular  Ballroom
Cognition
2:15pm - 3:15pm Symposium 3: The relationship of Ballroom
crossmodal correspondences to
language
3:15pm — 4:45pm Poster Session 1 Ballroom
4:45pm — 6:00pm Symposium 4: The Role of Ballroom
Experience in the Development of
Multimodal Integration
Saturday June 16" 9:00am — 10:30am  Symposium 5: Multisensory Integration  Ballroom
and the Body
10:45am -12:00pm  Symposium 6: Multisensory Integration  Ballroom
and Aging
1:30pm — 3:15pm Talk Session 2: Audio-visual Giovanni
substitutions and illusions Room
1:30pm — 3:15pm Talk Session 3: Developmental Ballroom
Perspectives
3:15pm — 4:45pm Poster Session 2 Ballroom
4:45pm — 6:00pm Talk Session 4: Music Giovanni
Room
4:45pm — 6:00pm Talk Session 5: Haptics and Body Ballroom
Schema
Sunday June 17th  9:00am — 10:15am  Symposium 7: Where is my hand? On Ballroom

the flexibility of multisensory calibration
to encode hand positions and
movements
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10:30am—11:45am Symposium 8: The Multisensory Space Ballroom
— Perception, Neural Representation
and Navigation

1:00pm — 2:00pm Closing Keynote Ballroom
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Opening Keynote — Multisensory Flavour Perception:
Insights for/from the Spatial Senses

June 14™, 7:45pm — 8:45pm

Prof. Charles Spence
Head of the Crossmodal Research Laboratory, Oxford University

Food is both fundamental to our survival and fun to study. Furthermore, there is
nothing that gets your brain going quite like the sight/smell of one’s favourite food
when hungry.[1] And, as the eminent British biologist J. Z. Young once noted, it is
perhaps no coincidence that the mouth and the brain lie so close together in
most species.[2] No wonder then that the brain rapidly estimates the energy-
density of potential food sources in the environment and devotes our limited
attentional resources accordingly.[3] At the same time, however, it is much
harder, practically-speaking, to study flavour (i.e., the chemical senses) than it is
to study the spatial senses of vision, hearing, and touch. This means that
insights/theoretical frameworks into multisensory flavour perception may come
more easily from studying the spatial senses (think sensory dominance and
Bayesian causal inference, or the notion of super- and sub-additive interactions)
than from studying flavour perception directly.

One might also question whether any unique insights about multisensory
perception have emerged from the study of the chemical senses. In this talk, | will
suggest that the phenomenon of ‘oral referral’ has no equivalent in the spatial
senses,[4] and that gustatory-olfactory integration does exhibit some special
properties (such as when smells become ‘sweet’).[5] There are also challenging
philosophical questions here around the very definition of flavour itself, and which
senses are constitutive versus ‘merely’ modulatory of this most multisensory of
our everyday experiences.[6] Ultimately, | want to argue that our understanding
of multisensory perception, both in the case of the integration of the chemical
senses, and when it comes to the spatial senses, will likely benefit through the
incorporation of the study of flavour perception into the broader scope of
multisensory research.

[1] Wang, G.-J., Volkow, N. D., Telang, F., Jayne, M., Ma, J., Rao, M., Zhu, W., Wong, C. T.,
Pappas, N. R., Geliebter, A., et al. (2004). Exposure to appetitive food stimuli markedly activates
the human brain. Neurolmage, 212, 1790-1797.

[2] Young, J. Z. (1968). Influence of the mouth on the evolution of the brain. In P. Person (Ed.),
Biology of the mouth: A symposium presented at the Washington meeting of the American
Association for the Advancement of Science, 29-30 December 1966 (pp. 21-35). Washington,
DC: American Association for the Advancement of Science.
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[3] Sawada, R., Sato, W., Toichi, M., & Fushiki, T. (2017). Fat content modulates rapid detection
of food: A visual search study using fast food and Japanese diet. Frontiers in Psychology, 8:1033.

[4] Spence, C. (2016). Oral referral: On the mislocalization of odours to the mouth. Food Quality &
Preference, 50, 117-128.

[5] Auvray, M., & Spence, C. (2008). The multisensory perception of flavor. Consciousness and
Cognition, 17, 1016-1031.

[6] Spence, C., Smith, B., & Auvray, M. (2015). Confusing tastes and flavours. In D. Stokes, M.
Matthen, & S. Biggs (Eds.), Perception and its modalities (pp. 247-274). Oxford, UK: Oxford
University Press.

About the speaker: Professor Charles Spence is the head of the Crossmodal
Research Laboratory in the Psychology Department of Oxford University. He is
interested in our brains process information from our different senses to form the
extraordinarily rich multisensory experiences that fill our daily lives. His research
focuses on how a better understanding of the human mind will lead to the better
design of multisensory foods, products, interfaces, and environments in the
future and has major implications for the design everything from household
products to mobile phones, and from the food we eat to the places in which we
work and live. Charles has advised multinational companies on aspects of
multisensory design, packaging, and branding, and has conducted research on
human-computer interaction issues on the European Space Shuttle. He is
currently working on problems associated with the design of foods that maximally
stimulate the senses. He has been awarded the 10th Experimental Psychology
Society Prize, the British Psychology Society: Cognitive Section Award, the Paul
Bertelson Award, and the Friedrich Wilhelm Bessel Research Award from the
Alexander von Humboldt Foundation in Germany, not to mention the 2008 IG
Nobel prize for nutrition, for his groundbreaking work on the ‘sonic crisp’! He is
the author of “Gastrophysics: the new science of eating”, “The Perfect Meal: the
Multisensory Science of Food and Dining” (with Betina Piqueras-Fiszman), “In
touch with the Future: the sense of touch from cognitive neuroscience to virtual
reality” (with Alberto Gallace) and “The Multisensory Driver: implications for
ergonomic car interface design” (with Cristy Ho).
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Closing Keynote — Crossmodal interactions in
perception, memory and learning: on the scene and
behind the scene

June 17%, 1:00pm — 2:00pm

Ladan Shams, Ph.D.
UCLA Psychology Department

What are the principles that govern crossmodal interactions? Comparing human
observers’ multisensory perception with that of a Bayesian observer, we have
found that humans’ multisensory perception is consistent with Bayesian inference
both in determining when to combine the crossmodal information and how to
combine them. The former problem is a type of causal inference. Causal
inference, which has been largely studied in the context of cognitive reasoning, is
in fact a critical problem in perception. Our Bayesian causal inference model
accounts for a wide range of phenomena including a wide range of multisensory
illusions, as well as counter-intuitive phenomena such as partial integration and
negative gain. In accounting for both perception of objects in the environment as
well as perception of one’s own body, our findings suggest that the same
computational principles govern perception of the world and self.

Crossmodal interactions also play an important role in various types of learning
and memory. We have found that multisensory experience enhances and
accelerates unisensory perceptual learning, it instantaneously recalibrates
unisensory representations, and improves unisensory episodic memory. These
findings show that crossmodal interactions not only affect perception when
signals from multiple modalities are present, but also influence the subsequent
unisensory processing. In fact our recent findings show that in some cases,
crossmodal interactions can aid learning even in the absence of multisensory
experience: training in auditory modality produced substantial visual learning
where training visual training failed to produce any significant learning. In other
words, outsourcing the training to a different modality was key to learning. | will
discuss the variety of ways in which crossmodal interactions can benefit learning
and memory. Altogether, these findings suggest that crossmodal interactions
influence both multisensory and unisensory perception, memory and learning in a
robust and rapid fashion.

About the Speaker: Ladan Shams is a professor of Psychology,
BioEngineering, and Neuroscience at UCLA, and the director of the Multisensory
Perception Laboratory at UCLA. Dr. Shams received her Ph.D. in Computer
Science at USC and her postdoctoral training in Cognitive Neuroscience at
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Caltech. Dr. Shams’ research interests focus on multisensory perception and
learning in humans. Dr. Shams has served as Associate Editor of Frontiers in
Integrative Neuroscience, and Frontiers in Human Neuroscience, as an Action
Editor of Psychonomic Bulletin & Review, and is on the editorial board of
Multisensory Research. Dr. Shams is a member of the National Science
Foundation College of Reviewers, the Society for Neuroscience, the Vision
Sciences Society, and the International Multisensory Research Forum. She was
featured by Chronicle of Higher Education as one of “five scholars to watch” and
is frequently consulted as an expert by media outlets such as NPR, BBC and
CNN.
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Symposium 1 — Recovering from blindness: Learning to
see using multisensory information

June 15" 9:00am - 10:30am

Organizer: Marc Ernst & Irene Senna, Ulm University

Would a person born blind who regained sight via some surgical intervention be
able to learn to ‘see’? That is, would that individual be able to interpret the
images that reach the retina and combine them with other senses in order to
build a multisensory representation of the world, and to interact with the
environment?

Surgically treating congenitally blind individuals (e.g., born with bilateral cataract)
after extended periods of blindness provides a unique opportunity to study the
development of visual skills, and the ability to combine vision with other senses.

For example, whether newly sighted individuals can learn to use their vision to
recognize objects previously recognized only through touch, and to build
multimodal representation of objects is still an open question. Behavioural and
neural compensatory mechanisms in other sensory modalities are normally
associated with blindness, but are such compensatory mechanisms maintained
after sight restoration? Moreover, is the developmental path of such individuals
similar to normal visual learning in early childhood and which are the factors that
might limit perceptual learning? Deprivation from vision during the so-called
critical periods might result in irreversible changes impairing the ability to
interpret crucial aspects of visual and multisensory scenes. Are there critical
periods for the development of the ability to integrate multisensory signals and to
use vision for guiding action?

The proposed symposium aims to shed light on the development of visual and
multisensory skills after sight restoration. In particular, the focus of the
symposium will be on acquisition of visual function from multisensory information,
and the use of these new perceptions for guiding actions.

S1.1 Learning to See Late in Childhood
Pawan Sinha
Department of Brain and Cognitive Sciences, MIT

‘Project Prakash’ is an initiative launched over a decade ago with the goal
of providing sight surgeries to blind children from medically underserved
communities in the developing world. In pursuing this humanitarian mission,
the project is helping address questions regarding brain plasticity and
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learning. Through a combination of behavioral and brain-imaging studies,
the effort has provided a picture of the landscape of visual learning late in
childhood and has illuminated some of the processes that might underlie
aspects of such learning. | shall present an overview of some of our studies,
which highlight the point that evidence of proficiencies as well as
deficiencies in children’s performance after sight onset is potentially
informative about the nature of developmental processes. Both of these
kinds of results have pointed to theoretically interesting questions that we
have attempted to address using computational techniques.

Return to top

S1.2 How experience shapes brain specializations in the absence of vision
Amir Amedi
Hebrew University of Jerusalem

| will discuss work aiming at unraveling the properties driving the sensory
brain organization and at uncovering the extent to which specific unisensory
experiences during critical periods are essential (or not essential) for the
development of the natural sensory specializations. Our work focused on
two fundamental discoveries: 1- Using the congenitally blind adult brain as a
working model from a brain developing without any visual experience, we
documented that essentially most if not all higher-order ‘visual’ cortices do
maintain their anatomically consistent category-selectivity (e.g., for body
shapes, letters, numbers or faces) even if the input is provided by an
atypical sensory modality learned in adulthood, and that such task-specific
sensory-independent specializations emerge after few hours of specific
training (e.g. Abboud et al., 2015 Nat Comm; Amedi et al Trends Cog Sci
2017). Our work strongly encourages a paradigm shift in the
conceptualization of our sensory brain by suggesting that visual experience
during critical periods is not necessary to develop anatomically consistent
specializations in higher-order ‘visual’ regions. We also propose the
potential mechanisms underlying the emergence of sensory brain
specializations independently of visual experience: a) pre-programmed
sensory-independent task-specific computations that each specialized
area/network processes (e.g., shape analysis for letter symbols
independently of the sensory modality); and (b) partly innate network
connectivity biases linking each specific cortical area to the rest of the brain
(Heimler et al., 2015 Curr Opin Neurobiol; Hannagan et al., 2015 TICS;
Amedi et al., 2017 TICS). Our emphasis on the task-selective and sensory
independent brain organization also led to a paradigm shift in rehabilitation
by suggesting that multisensory rather than unisensory training might be
more effective in cases of sensory restoration (e.g. Reich et al Curr Opion in
Neuorl; Heimler et al., 2015 Curr Opin Neurobiol; Amedi et al TICS 2017).
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Return to top

S1.3 Motion processing after sight restoration: No competition between
visual recovery and auditory compensation
Davide Bottari*, R. Kekunnaya, M. Hense, N. F. Troje, S. Sourav, B. Réder
IMT School for Advanced Studies Lucca

In the present study we tested whether functional adaptations following
congenital blindness are maintained in humans after sight-restoration and
whether they interfere with visual recovery. It has been shown that early
permanently blind individuals outperform sighted controls in auditory motion
processing and that auditory motion stimuli elicit activity in typical visual
motion areas. Yet it is unknown what happens to these behavioral
adaptations and cortical reorganizations when sight is restored. We
employed a combined behavioral-electrophysiological approach in a group
of sight-recovery individuals with a history of a transient phase of congenital
blindness lasting for several months to several years. They, as well as two
control groups, one with visual impairments, were tested in a visual and an
auditory motion discrimination experiment. Task difficulty was manipulated
by varying the visual motion coherence and the signal to noise ratio,
respectively. The congenital cataract-reversal individuals showed lower
performance in the visual global motion task than both control groups. At
the same time, they outperformed both control groups in auditory motion
processing suggesting that at least some compensatory behavioral
adaptation due to the congenital blindness was maintained. Alpha
oscillatory activity during the visual task was significantly lower in congenital
cataract reversal individuals and they did not show ERPs modulated by
visual motion coherence as observed in both control groups. In contrast,
beta oscillatory activity in the auditory task, which varied as a function of
SNR in all groups, was overall enhanced in congenital cataract reversal
individuals. These results suggest that intramodal plasticity elicited by a
transient phase of blindness was maintained and might mediate the
prevailing auditory processing advantages in congenital cataract reversal
individuals. By contrast, auditory and visual motion processing do not seem
to compete for the same neural resources.

Return to top

S1.4 A brief period of early visual deprivation alters cross-modal
interactions
Batsheva Hadad
University of Haifa
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We examined whether a short and transient period of visual deprivation
early in life is sufficient to induce lifelong changes in how the different
sensory modalities interact and integrate. The first set of experiments
examined visual dominance in a group of adults who had been treated for
congenital bilateral cataracts during early infancy compared to a group of
normally sighted controls. A version of the Colavita paradigm was used with
a task requiring simple detection of visual and auditory targets, presented
alone or in combination. The results showed that although the absence of
early visual input is shown to increase sensitivity (reducing thresholds) for
simple auditory inputs, it does not prevent the development of visual over
auditory dominance. Another set of experiments examined the links
between magnitude estimation across modalities in the two groups,
measuring JNDs for a standard stimulus of 250 ms duration in one modality
(e.g., Gaussian blobs in the visual domain), while embedded within stimuli
of the other modality (e.g., pure tones). In each case, stimuli were
presented within either a relatively narrow range of standard durations of
200 and 300 ms, or within a wider range of 100 and 400 ms. In the normally
sighted controls, the range of magnitude affected discrimination thresholds,
producing greater JNDs for wider ranges of stimulus magnitudes. Auditory
context affected perceptual resolutions in vision, and visual context affected
those in the auditory domain. In comparison to controls, cataract-reversal
patients showed greater context effects of auditory stimuli on the perceptual
resolutions in vision while reduced context effects of visual stimuli on the
perceptual resolutions in audition. These results reveal that the absence of
visual input early in life does not prevent the development of sensory
dominance but modulates audiovisual interactions such that the effects of
auditory input on vision are enhanced.

Return to top

$1.5 Impairment of automatic “vision for action” functions in the newly
sighted, following prolonged visual deprivation
Ayelet McKyton*, Ehud Zohary
Hebrew University of Jerusalem

The ultimate goal of vision is to direct action. Some of our actions are
triggered by automatic processes elicited by observing others’ actions:
Infants can recognize the target of gaze of others, and direct their gaze to
the same object within months from birth (termed “shared gaze”). Similarly,
we are faster and better imitating actions when they are spatially congruent
with others’ actions. Still, it is unclear if these automatic actions, elicited by
viewing others, are innate or require visual experience to develop. We
tackled this issue by studying a unique group of newly-sighted children that
suffered from dense bilateral cataract from early infancy. After cataract
removal surgery, their visual acuity typically improved allowing most of them
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to recognize hand actions or gaze direction. We then tested whether
viewing a hand action (performed by others), would facilitate the response-
compatible action and slow the incompatible one (automatic imitation
effect). We also checked whether a pre-cue (showing a face with a specific
gaze direction) would facilitate reaction to the gaze-compatible target (when
compared to the gaze-incompatible location).The newly-sighted were less
affected by task-irrelevant viewed-actions (hand action or gaze direction)
than controls even two years after the operation. This strongly suggests that
visual experience is necessary for the development of automatic imitation
and shared gaze behaviour. At the very least, our results indicate that if
these behaviours were based on innate mechanisms, they are clearly
susceptible to long periods of visual deprivation.

Return to top

S1.6 Multisensory perception for action in newly sighted individuals
Irene Senna, Sophia Pfister, Marc Ernst*
Ulm University

In our daily life we constantly and effortlessly integrate vision with other
sensory signals to build knowledge of the world, and to generate and guide
actions. However, would you be able to integrate multisensory signals and
to plan visually guided actions if you were deprived of vision during early
development? We tested Ethiopian children who were classified
congenitally blind as they suffered from dense bilateral cataract during early
post-natal development, and were surgically treaded years later (5-19 yo).
In a series of perturbation experiments, we assessed these individuals’
ability to integrate visual information with other sensory signals, and to use
visual feedback to guide actions. For instance, we asked participants to
haptically explore objects while simultaneously looking at them through a
magnifying lens (thus, inducing a discrepancy between senses). With such
perturbation tasks, we aimed to investigate whether newly sighted
individuals are able to integrate multisensory signals and make use of this
newly acquired sense. In other tasks, we asked participants to wear prism
goggles that shifted the apparent location of the target (i.e., inducing a
systematic error between the apparent target’s position and the motor
command needed to reach it). With this task we tested whether cataract
reversal individuals are able to minimize the systematic errors by
recalibrating the sensorimotor systems, as sighted individuals do. The
results provide important insights into their sensorimotor learning skills,
which are essential for using vision to guide actions. Preliminary results
suggest that sight-recovered children weigh vision systematically less
compared with typically developing-children, and are less able to recalibrate
the sensorimotor system. This suggests that the newly sighted make use of
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the visual sense in the concert with the other senses, but also that they may
require time to fully exploit its potentials.

Return to top
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Talk session 1 — Audio-Visual Integration

June 15", 10:45am - 12:00pm

T1.1 Acommon mechanism processes auditory and visual motion
David Alais
University of Sydney

Neuroimaging studies suggest human visual area V5, an area specialised
for motion processing, responds to movement presented in the visual,
auditory or tactile domains. Here we report behavioural findings strongly
implying common motion processing for auditory and visual motion. We
presented brief translational motion stimuli drifting leftwards or rightwards in
either the visual or auditory modality at various speeds. Using the method of
single stimuli, observers made a speed discrimination on each trial,
comparing the current speed against the average of all presented speeds.
Data were compiled into psychometric functions and mean perceived speed
was calculated. A sequential dependency analysis was used to analyse the
adaptive relationship between consecutive trials. In a vision-only
experiment, motion was perceived as faster after a slow preceding motion,
and slower after a faster motion. This is a negative serial dependency,
consistent with the classic ‘repulsive’ motion aftereffect (MAE). In an
audition-only experiment, we found the same negative serial dependency,
showing that auditory motion produces a repulsive MAE in a similar way to
visual MAEs. A third experiment interleaved auditory and visual motion,
presenting each modality in alternation to test whether sequential
adaptation was modality specific. Whether analysing vision preceded by
audition, or audition preceded by vision, negative (repulsive) serial
dependencies were observed: a slow motion made a subsequent motion
seem faster (and vice versa) despite the change of modality. This result
shows that the motion adaptation was supramodal as it occurred despite
the modality mismatch between adaptor and test. We conclude that a
common mechanism processes motion regardless of whether the input is
visual or auditory.

Return to top

T1.2 Effects of horizontal and vertical discrepancy of visual-auditory stimuli
on reaction time: Multisensory integration or exogenous spatial
attention? A TWIN analysis
Hans Colonius
Oldenburg University
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A classic behavioral finding in multisensory research is that the speed of a
response to a stimulus of one modality is modulated by the spatiotemporal
co-occurrence of a stimulus from another modality, even when subjects are
instructed to ignore the auditory non-target (focused attention paradigm).
Here we report a manual RT experiment with visual targets and auditory
non-targets aligned either horizontally or vertically. Average reaction time
(RT) to a visual target, when an acoustic non-target was presented 250 ms
or less prior to the target, was reduced depending on the spatiotemporal
configuration of the stimuli. Specifically, facilitation was larger when stimuli
were presented in azimuth compared to elevation, and it increased when
the spatial distance between target and non-target decreased. However,
this spatial effect diminished the closer in time both stimuli were presented.
Findings like this have raised the issue of whether RT facilitation in this
context should be attributed to genuine multisensory integration (MSI) or
simply an exogenous spatial attention (ESA) effect (e.g., Van der Stoep et
al, 2015 APP). Here we develop a new version of the time window of
integration (TWIN) model presented in Diederich & Colonius (2008
ExpBrainRes). The model allows both MSI and ESA to occur in one and the
same trial but, depending on the temporal alignment of target and non-
target, only integration, only attention, or neither of them may occur.
Moreover, the model yields numerical estimates of the contribution of both
MSI and ESA and their possible interaction. First quantitative and qualitative
tests of the model with data from the above experiment suggest that it can
account for the observed pattern of results.

Return to top

T1.3 Generalizing audio-visual integration: what kinds of stimuli have we
been using?
Michael Schutz
McMaster University

The tension between experimental control and ecological validity presents
continual challenges in psychological research. In particular, prominent
figures in audition have long voiced concern (Gaver, 1993; Neuhoff, 2004)
with the simplistic sounds used in perceptual experiments, which pose
barriers to understanding the processes involved in listening to natural
sounds. My team’s work on audio-visual integration illustrates this
challenge, documenting findings at odds with widely accepted theory when
assessing both the duration (Schutz & Lipscomb, 2007) and temporal order
(Chuen & Schutz, 2016) of audio-visual stimuli. These surprising breaks
stem from clear differences between the complex structure of natural
sounds in contrast to simplistic beeps, raising important questions about the
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degree to which theories derived from artificial tones generalize beyond the
laboratory.

To contribute to our understanding of stimuli used in auditory perception
research, my team recently completed a survey of 1000 experiments drawn
from hundreds of studies across the complete history of four key journals:
Journal of Experimental Psychology, Attention, Perception &
Psychophysics, Journal of the Acoustical Society of America, Hearing
Research. This provides the first comprehensive overview of auditory
stimuli, tabulating temporal and spectral attributes, as well as duration,
frequency, and loudness. Curiously, it appears researchers failed to define
the temporal structure of 38% of stimuli from these prominent studiesNan
important aspect of sound playing a crucial role in audio-visual integration
(Grassi & Casco, 2012; Schutz & Kubovy, 2009). More importantly, over
85% of the stimuli encountered in this wide range of experiments fail to
exhibit temporal variation beyond simple ramped onsets and offsets. My talk
will review the key findings of this novel survey, with a particular focus in
implications for interpreting recent findings from the audio-visual integration
literature.
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T1.4 Concurrent Unimodal Learning Enhances Multisensory Responses of
Symmetric Crossmodal Learning in Robotic Audio-Visual Tracking
Danish Shaikh
University of Southern Denmark

Crossmodal sensory cue integration is a fundamental process in the brain
by which stimulus cues from different sensory modalities are combined
together to form an coherent and unified representation of observed events
in the world. Crossmodal integration is a developmental process involving
learning, with neuroplasticity as its underlying mechanism. We present a
Hebbian-like temporal correlation learning-based adaptive neural circuit for
crossmodal cue integration that does not require such a priori information.
The circuit correlates stimulus cues within each modality as well as
symmetrically across modalities to independently update modality-specific
neural weights on a moment-by-moment basis, in response to dynamic
changes in noisy sensory stimuli. The circuit is embodied as a non-
holonomic robotic agent that must orient a towards a moving audio-visual
target. The circuit continuously learns the best possible weights required for
a weighted combination of auditory and visual spatial target directional
cues. The result is directly mapped to robot wheel velocities to illicit a
multisensory orientation response. Trials in simulation demonstrate that
concurrent unimodal learning improves both the overall accuracy and
precision of the multisensory responses of symmetric crossmodal learning.
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T1.5 Differential effects of the temporal and spatial distribution of
audiovisual stimuli on cross-modal spatial recalibration
Patrick Bruns
University of Hamburg

Auditory spatial representations are constantly recalibrated by visual input.
Exposure to spatially discrepant audiovisual stimuli typically results in a
localization bias (ventriloquism aftereffect, VAE), whereas exposure to
spatially congruent audiovisual stimuli results in an improvement
(multisensory enhancement, ME) in auditory localization. In previous
studies of VAE and ME, audiovisual stimuli have typically been presented at
a steady rate of one or two stimuli per second (i.e., 1-2 Hz) with a fixed
spatial relationship between the auditory and visual stimulus. However, it is
known from unisensory perceptual learning studies that presenting stimuli at
a higher frequency of 10-20 Hz, which mimics long-term potentiation (LTP)
protocols, often leads to improvements while low-frequency stimulation
around 1-2 Hz leads to impairments in performance. Therefore, in
Experiment 1 we tested whether cross-modal spatial learning is similarly
affected by the stimulation frequency. Unisensory sound localization was
tested before and after participants were exposed to either audiovisual
stimuli with a constant spatial disparity of 13.5j (VAE) or congruent
audiovisual stimulation (ME). Audiovisual stimuli were either presented at a
low frequency of 2 Hz or at a high frequency of 10 Hz. Compared to low-
frequency stimulation, the VAE was reduced after high-frequency
stimulation, whereas ME occurred with both stimulation protocols. In
Experiment 2, we manipulated the spatial distribution of the audiovisual
stimulation in the low-frequency condition. Audiovisual stimuli were
presented with varying audiovisual disparities centered around 13.5j (VAE)
or 0j (ME). Both VAE and ME were equally strong compared to the fixed
spatial relationship of 13.5; (VAE) or 0j (ME) in Experiment 1. Taken
together, our results suggest that (a) VAE and ME represent partly
dissociable forms of learning, (b) stimulation frequency specifically
modulates adaptation to spatially misaligned audiovisual stimuli, and (c)
auditory representations adjust to the overall stimulus statistics rather than
to a specific audiovisual spatial relationship.
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Symposium 2 — Progresses in Vestibular Cognition

June 15", 1:30pm - 2:15pm

Organizer: Elisa Raffaella Ferré, Royal Holloway University of London

The vestibular system is essential for successful interactions with the
environment, providing an absolute reference for orientation and gravity.
Vestibular information has been traditionally considered a cue for basic
behaviours, such as balance, oculo-motor adjustments, and self-motion.
However, recent studies have highlighted the fundamental role played by the
vestibular system in brain functions beyond reflexes and postural adjustment.
These include vestibular contributions to several aspects of cognition, including
multisensory perception, spatial representation, emotion, attention and body
models. This symposium brings together international experts with their own
unique interests to the vestibular system. Laurence Harris will present
experimental results on vestibular-somatosensory interaction highlighting its role
in perceiving the timing of sensory events. Elisa Ferré will focus on how
vestibular inputs integrate with other sensory signals to generate coherent
estimates of perceptual vertical. Finally, Christophe Lopez will illustrate the effect
of vestibular stimulations on bodily self and self-other interactions. Speakers will
discuss the fundamental and hitherto largely unsuspected role of vestibular
signals in almost all aspects of cognition.

S2.1 Vestibular-Somatosensory Interactions Affect The Perceived Timing
Of Tactile Stimuli
Laurence R. Harris* and Stefania S. Moro
Centre for Vision Research, York University

Passive rotation has been shown to alter temporal order judgments (TOJs)
for tactile stimuli delivered to the hands giving an advantage to the leading
hand. Here we compare the effects of physical tilt to the left or right with the
effect of pure sensory stimulation created by galvanic vestibular stimulation
(GVS) (evoking illusory tilts towards the cathode side, either the left or
right). During tilt to one side the effect of gravity on the otoliths is equivalent
to a physical acceleration away from that side (e.qg., tilt left is equivalent to
accelerating rightwards). We therefore predicted a “leading hand
advantage” for the hand opposite to the tilt direction. TOJ thresholds for
both left-hand-first and right-hand-first touches were measured separately
using interleaved adaptive staircases. The mean of these two thresholds is
the point of subjective simultaneity (PSS). For both physical and illusory tilt
the PSS was shifted towards the hand contralateral to the tilt — equivalent to
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the “leading hand” during rotation. These results are discussed in terms of
attention and direct sensory components evoking the “leading hand” bias.
These findings add to the emerging understanding of the pervasive role of
vestibular activity in many aspects of cognitive processing.
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S2.2 Vestibular and Somatic Signals for Verticality
Elisa R. Ferre*
Royal Holloway University of London

On Earth, verticality defines what is “up” and what is “down” in the
gravitational field. The vestibular receptors detect the direction of
gravitational acceleration: when our head moves, the otoliths shift and
signal to the brain head position relative to gravity. These vestibular signals
are integrated with information from vision, proprioception, and viscera to
form a cognitive representation of the vertical. Here we investigated how
people perceive verticality for stimuli applied to the skin. A psychophysical
subjective tactile vertical task has been combined with Galvanic Vestibular
Stimulation (GVS). Brief left-anodal and right-cathodal GVS, right-anodal
and left-cathodal GVS, or sham stimulation were delivered at random while
participants judged the orientation of lines drawn on their forehead. GVS did
not bias tactile verticality estimates. Conversely, roll-tilting participants’ head
induced a bias in verticality estimates toward the body neuraxis. This bias
was present also for stimuli not aligned with the body midline. Distinct
representations of verticality might coexist: a vestibular representation,
based on the direction of gravity, adopted as reference for environmental
verticality perception, and a somatic representation which is not based on
any online vestibular-gravitational signal, nor on the midline. The neuraxis
seems a critical reference for this latter representation.
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S2.3 Reciprocal interactions between own-body cognition and vestibular
information processing
Christophe Lopez*
CNRS and Aix Marseille University

| will summarize recent evidence showing the interplay between own-body
cognition and vestibular information processing. First, | will present data
showing that caloric vestibular stimulation applied to a group of 16 healthy
participants interferes with the mental representation of their body structure
and shape. The data highlight an overall predominance of the left vestibular
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apparatus in modulating the perceived size of body parts, irrespective of the
laterality of the body parts. Second, | will present results obtained in 350
otoneurological patients suffering from dizziness showing that vestibular
disorders alter several aspects of self-and body perception and cognition,
including the perceived shape and size of the body, body agency (the sense
of being the agent of an action), body ownership and embodiment (the
sense that the self is located within the physical boundaries of the body).
Finally, the influence of cognition on vestibular information processing will
be shown by a recent study linking social cognition to vestibular
neurophysiology. We measured how observing passive motion of human
influences vestibulo-spinal excitability. Healthy participants observed videos
depicting passive rotations of their own body (‘self’ videos), someone else’s
body (‘other’ video) or an object of the same size (‘object’ video) in a head-
mounted display. At the same time, we measured vestibulo-spinal reflexes
evoked by galvanic vestibular stimulation. The data show that vestibulo-
spinal excitability decreased for ‘self” and ‘other’ videos when compared to
‘object’ videos. The reduction was stronger for ‘self’ than ‘other’ videos. This
indicates top-down (social) modulation of vestibular information processing
and provides the first evidence that social cognition has a pre-reflective
influence on vestibular processing.

Return to top
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Symposium 3 — The relationship of crossmodal
correspondences to language

June 15™, 2:15pm — 3:15pm

Organizers: Krish Sathian! & Charles Spence?
Penn State College of Medicine, Milton S. Hershey Medical Center
20xford University

Crossmodal correspondences are a very active field of study. A major issue is
the nature of their relationship to language. In this symposium, we bring together
a number of speakers to address this issue, based on recent work. Charles
Spence, the symposium co-organizer, will lead off with introductory remarks.
Next, Laura Speed will discuss the role of language in odor-color
correspondences in synesthetes and non-synesthetes. This will be followed by a
review of potential mechanisms underlying sound symbolism, by David Sidhu.
Finally, Krish Sathian, the symposium organizer, will present findings on the
neural basis of sound symbolic crossmodal correspondences.

S3.1 Introductory remarks
Charles Spence
Oxford University
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S3.2 Language and odor-color correspondences
Laura Speed and Asifa Majid
Radboud University and Max Planck Institute for Psycholinguistics

People can make consistent associations between odors and colors, and
these associations have been shown to differ depending on how the odors
are named. This suggests an interplay between odor-color
correspondences and language. In this talk we will present data that
suggests associations between odors and colors can support odor naming.
We find that odor-color synaesthetes — individuals who have automatic and
vivid color experiences when they smell odors — are better at naming odors
than control participants who do not have synaesthesia. We also find that
odor-color associations are more consistent for odors that are more
nameable, for synaesthetes and controls. However, data from another
experiment suggests that language does not directly affect odor-color
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correspondence online. In a second experiment, participants were asked to
match colors to odors in three interference conditions: holding a verbal code
in mind, holding a visual pattern in mind, or no interference. Although we
again observed that more nameable odors had more consistent color
associations, the verbal interference condition did not disrupt the odor-color
matches. This suggests that odor-color associations do not arise via the
explicit naming of odors. Overall, we propose that odor-color associations
strengthen conceptual representations, which lead to stronger connections
with language.
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S3.3 Mechanisms of sound symbolism
David M. Sidhu and Penny M. Pexman
University of Calgary

Sound symbolism refers to an association between certain language
sounds (i.e., phonemes) and particular perceptual and/or semantic
elements (e.g., objects of a certain size or shape). The most well known
example of this is the maluma/takete effect, in which phonemes like those in
maluma are judged as good matches for round shapes, and phonemes like
those in takete are judged as good matches for jagged shapes (Kéhler,
1929). While the existence of these associations has been well
documented, the mechanism underlying them is still not well understood.
Here we review five proposed mechanisms for sound symbolism: 1) a
statistical co-occurrence in the world between some phonetic feature and
associated stimuli, that has been internalized; 2) a shared property among
phonemes and associated stimuli, which may be perceptual or conceptual;
3) a common neural mechanism in the processing of phonemes and
associated stimuli; 4) an evolved, species-general, association; and 5)
patterns extracted from the lexicons of existing language. Importantly, these
mechanisms need not be mutually exclusive and likely interact in the
creation of sound symbolism. While sound symbolism is often considered
an instance of crossmodal correspondence, we note that the involvement of
complex linguistic stimuli in sound symbolism is an important distinction that
creates additional complexities in the search for its underlying mechanism.
Lastly, we report the results of a study that represents our first step in
testing these proposed mechanisms. Adult participants rated a sample of
nonwords and abstract shapes on 25 semantic differential scales;
participants also rated the fit between nonwords and shapes. Results
suggest that shared conceptual properties among nonwords and shapes
contributes to shape sound symbolism. We consider these results in the
context of the five proposed mechanisms.
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S3.4 Neural basis of sound-symbolic crossmodal correspondences
Krish Sathian, Lynne Nygaard, Simon Lacey, Kelly McCormick, Sara List
and Randall Stilla
Departments of Neurology, Neural & Behavioral Sciences, and Psychology,
Pennsylvania State University Departments of Neurology, Psychology and
Winship Cancer Institute, Emory University

Crossmodal correspondences (CCs) occur between a variety of sensory
stimuli (Spence, Attention, Perception & Psychophysics, 2011). Sound
symbolism refers to the associations between the sounds of words and their
meanings. This has often been studied empirically using CCs between
auditory psedudowords and visual shapes; e.g., the pseudowords “takete”
and “maluma” are associated with spiky and rounded shapes, respectively.
Sound-symbolic associations have been suggested to underlie the origins
of language and to form a continuum with synesthesia (Ramachandran &
Hubbard, Journal of Consciousness Studies, 2001). Relevant to this idea,
we reported earlier that synesthetes exhibit stronger sound-symbolic CCs
than non-synesthetes (Lacey et al., European Journal of Neuroscience,
2016). Yet, little is known of how sound-symbolic CCs are processed
neurally.

We examined the neural basis of sound-symbolic CCs using functional
magnetic resonance imaging (fMRI). The auditory pseudowords “lohmoh”
and “keekay” were used: these were previously shown to be rated as
rounded or pointed, respectively. They were paired with visual shapes that
had either rounded or pointed contours, presented simultaneously. When
participants attended to the auditory stimuli to make a two-alternative
forced-choice, sound symbolically incongruent visual shapes evoked
stronger responses compared to congruent ones, in the anterior
intraparietal sulcus and supramarginal gyrus bilaterally, and in the right
postcentral sulcus, and left middle frontal and superior parietal gyri.
Comparing these incongruency-related activations to functional localizers
suggested relationships of the underlying neural processes to those
involved in multisensory integration, magnitude estimation and phonology.
In addition, these findings point to an important role for multisensory
attention. Ongoing studies reveal significant correlations between the
dissimilarity matrices for the perceptual ratings of pointedness and
roundedness between a range of auditory pseudowords and visual shapes.
We are currently investigating the relationship between corresponding
neural dissimilarity matrices in neocortical regions that process these
stimuli.

Supported by NEI
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Symposium 4 — The Role of Experience in the
Development of Multimodal Integration

June 15™, 4:45pm — 6:00pm
Organizer: Daphne Maurer, McMaster University

There are major postnatal changes in multimodal integration. This symposium
will consider the role of experience in shaping those changes. First, David
Lewkowicz will discuss normal human development during infancy. He will
describe the transformation the rudimentary abilities present at birth over the first
year of life by experience with specific languages and specific types of faces.
Second, Daphne Maurer will discuss changes in the development of audiovisual
integration in patients treated for dense congenital cataracts in one or both eyes,
even when vision was restored during early infancy. Those results suggest that
crossmodal re-organization begins to occur near birth but is compromised
differentially by early deprivation to one versus both eyes. Third, Anu Sharma will
consider a similar issue for patients deaf from an early age in one or both ears.
Using high density EEG, she will illustrate responses of auditory cortex to visual
and somatosensory stimuli after early deafness, with different patterns across
patients that correlate with success with cochlear implants. Fourth, Steve Lomber
will report on an animal model of such cortical re-organization after deafness:
deafened cats show enhanced visual sensitivity and visual responsiveness in
auditory cortex, but the extent of the changes depends on the age of deafening
and the amount of acoustic experience preceding it. Finally, Takao Hensch will
describe a mouse model showing the role of the factors controlling critical period
plasticity in shaping the development of cortical audiovisual interactions.
Collectively, the papers will present new insights by considering the role of
experience in shaping the development of multimodal integration from multiple
perspectives: development in humans and in animal models; the effects of
normal input versus input altered by auditory or visual deprivation; and evidence
from behavioural and cortical studies.

S4.1 Early Experience Shapes the Development of Selective Attention and
Multisensory Processing in Human Infants
David Lewkowicz
Northeastern University

The everyday objects and events in an infant’s world are often specified by

multisensory attributes. For example, whenever infants interact with social
partners, they can see and hear them talking. To perceive their social
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partners as perceptually unitary and psychologically meaningful entities,
infants must attend to their multisensory attributes and process them. We
and others have found that multisensory processing is rudimentary at birth
and that it improves gradually as infants grow and acquire experience. In
this talk, | will review evidence from our lab indicating that early experience
is critical for the emergence of multisensory processing in infancy. First, |
will show that the multisensory world of young infants is relatively
undifferentiated because of sensory limitations and lack of experience.
Then | will show that infants gradually shed their primitive multisensory
processing mechanisms in favor of increasingly more refined and mature
ones and | will provide evidence that this developmental process is partly
driven by experience-dependent narrowing of responsiveness to
multisensory inputs. Narrowing will be illustrated by evidence from studies
of infant matching of other-species faces and voices, matching of native and
non-native auditory and visual speech, and discrimination of own and other-
race faces. Overall, these findings will show that infants initially exhibit
paradoxically broad tuning and, thus, detect the multisensory unity of native
and non-native multisensory inputs and that, as they acquire mostly native-
input experience, they cease detecting the unity of non-native multisensory
inputs. Finally, I will review findings from our recent studies of infant
selective attention to fluent audiovisual speech and demonstrate that
attention undergoes marked, experience-dependent, developmental
changes during the first two years of life. | will conclude by highlighting the
intricate relationship between selective attention and multisensory
processing and the way that early experience affects the development of
both processes.

Supported by Eunice Kennedy Shriver National Institute of Child Health and
Human Development, Grant number: RO1HD057116
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S4.2 The Development of Audiovisual Integration: New Insights from Adults
treated for Congenital Cataract
Daphne Maurer, Yi-Chuan Chen, David Shore, & Terri L. Lewis
McMaster University and The Hospital for Sick Childen

Patients treated for congenital cataract provide a natural experiment for
investigating the role of visual input in perceptual development. Here, we
considered the effects of early visual deprivation on the development of
audiovisual integration in adults treated for unilateral or bilateral congenital
cataract at 0.3-28.8 months of age (n=13/grp).

Simultaneity judgments. Controls showed a typical gaussian curve peaking
when the flash slightly preceded the sound, a shift usually attributed to
plastic adjustment for slower travel of sound than light. The curve for
bilateral patients was abnormally wide, but only on the flash-leading side,
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the condition most plastic in normal adults (Chen et al., 2017). The curve for
unilateral patients had a normal peak but was abnormally wide for both
sound- and flash-leading sides as is found in typically developing children
(Chen et al., 2016).

Fission illusion. Bilateral patients had a smaller illusion than controls, with
less influence of the beeps on the perceived number of flashes. This pattern
occurred despite evidence of auditory dominance in other tasks: they are
faster than controls at detecting a beep and at switching attention from
vision to audition (de Heering et al., 2016) and in fMRI images, show
auditory activation of visual cortex (Collignon et al., 2015). Unilateral
patients behaved like the control group, with a similarly robust illusion,
which was normally modulated between centre (smaller) and periphery
(larger).

Bilateral patients’ abnormalities suggest that early visual input is necessary
both to set up the neural substrate for later visual development and also to
allow normal audiovisual integration. When input is missing to both eyes,
even for just the first few months of life, auditory input establishes effective
connections in “visual” cortical areas and leads to enhanced auditory
processing, but at a cost to effective audiovisual integration. When the
deprivation is unilateral, early input through just one eye may be sufficient to
reduce that re-organization.

Supported by CIHR, NSERC, James S. McDonnell Foundation
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S4.3 Cross-Modal Plasticity in Deafness: Evidence from Children and
Adults Fitted with Cochlear Implants
Anu Sharma
University of Colorado, Boulder

Congenital deafness prevents the normal growth and connectivity needed
to form a normally functioning sensory system— resulting in deficits in oral
language and cognition in deaf children. Cochlear implants (Cl) bypass
peripheral cochlear damage, by directly stimulating the auditory nerve,
making it possible to avoid many of the harmful effects of auditory
deprivation. Patients who receive Cl’s provide a platform to examine the
characteristics of neuroplasticity in the central auditory system. An
important aspect of compensatory plasticity that is evident in deafness is
the re-organization and re-purposing of auditory cortex by other sensory
modalities known as cross-modal plasticity. We examined cross-modal
plasticity from the visual and somatosensory systems in deaf children with
bilateral deafness fitted with CIs and in deaf adults and children with single-
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sided deafness fitted with Cls and related them to communication and
cognitive outcomes. High-density 128 channel electroencephalographic
(EEG) recordings to auditory, visual and somatosensory stimulation, tests of
auditory-visual speech perception in noise and cognition were administered.
Patients with cochlear implants showed activation of auditory cortical areas
in response to visual and vibrotacticle stimulation, suggestive of cross-
modal recruitment by the visual and somatosensory modalities. Cochlear
implanted patients who had greater difficulty understanding speech in noise
via their cochlear implant showed greater evidence of cross-modal
recruitment. In persons with single-sided deafness the (unstimulated) cortex
contralateral to the deaf ear showed greater evidence of cross-modal
recruitment. Cochlear implantation appeared to reverse cross-modal re-
organization in many (but not all) patients with single-sided deafness.
Overall, our results show that compensation for degraded auditory input
results in greater dependence on other modalities which serves to aid
communication in real-world situations. Our results suggest that the
alterations in neural circuitry that underlie compensatory cross-modal
plasticity may be an important source of variability in outcomes for patients
with Cls.

Supported by the US National Institutes of Health.
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S4.4 Short Periods of Perinatal Sensory Experience Change the Structure
and Function of Auditory Cortex
Stephen G. Lomber and M. Alex Meredith
University of Western Ontario (Canada) and Virginia Commonwealth
University (USA)

Compared to hearing subjects, psychophysical studies have revealed
specific superior visual abilities in the early-deaf, as well as enhanced
auditory functions in the early-blind. The neural substrate for these superior
sensory abilities has been identified to reside in the deprived cerebral
cortices that have been reorganized by the remaining sensory modalities
through crossmodal plasticity. Furthermore, the cartography of auditory
cortex is altered following the loss of auditory input early in life. The current
investigation examines how perinatal exposure to brief periods of acoustic
stimulation alters the developmental trajectory of auditory cortex.
Compared to hearing animals, movement detection, localization of a flashed
stimulus in the visual periphery, and face discrimination learning are
superior in congenitally deaf cats. These enhanced functions are localized
to specific regions of deaf auditory cortex. To examine the role of acoustic
experience in mediating these enhanced visual functions in the deaf,
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hearing animals were chemically deafened with ototoxic drugs at increasing
ages postnatal. The animals had one to twelve weeks of acoustic exposure
prior to deafness onset. In adulthood, the cats were trained and tested on
the same visual tasks examined in the congenitally deaf cats. Overall,
following twelve weeks of acoustic experience, no enhanced visual abilities
could be identified. With only four weeks of acoustic exposure, the
enhanced motion detection ability was not evident. These reduced levels of
enhanced visual functions are correlated with changes in cortical
cartography. As acoustic experience increased during development, the
overall size of auditory cortex, and the size of individual auditory areas also
expanded.

These results demonstrate that increasingly longer periods of perinatal
acoustic exposure result in reduced enhanced visual abilities and an
increased size of auditory cortex.

Supported by the Canadian Institutes of Health Research.
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S4.5 Enhanced cross-modal auditory response in primary visual cortex
with altered critical period timing
Takao Hensch
Harvard University, Boston Children’s Hospital

Synesthesia is a condition wherein one sense is evoked by another. How
this arises during development remains largely unknown. We investigated
auditory responses and audiovisual interactions in the primary visual cortex
(V1) of several mouse models to estimate the level of mixture across
senses. Sound modulation of V1 spiking activity was temporally dynamic
dependent upon the level of GABA-mediated inhibition. Acute optogenetic
suppression of either parvalbumin- (PV) or somatostatin- (SOM) expressing
inhibitory interneuron subtypes suggested their early or late recruitment by
sound, respectively. Maturation of GABAergic circuits in V1 further dictates
the timing of a critical period (CP), a developmental window of enhanced
plasticity for visual receptive field properties. One role of maturing GABA
circuit function during the CP was to dampen the net non-visual sensory
influence. Orientation selectivity was thus impervious to sound specifically
during the CP due to balanced amounts of sound-driven spike
enhancement and suppression. Cross-modal activation of V1 persisted in
dark-reared mice whose CP fails to close. Recent studies interestingly
suggest a higher incidence of synesthesia among people with autism, which
typically display a comorbid imbalance of excitatory/inhibitory (E/I) circuit
function. Analysis of V1 auditory responses in the inbred BTBR mouse
strain with autistic features revealed a robust contralateral bias to sound
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stimuli. Early spike modulation of V1 by sound was shifted toward
enhancement similarly across three different autism models (BTBR, SCN1A
R1407X, Neuroligin3 R451C). Taken together, our results suggest that
developmental E/I imbalance may be a common CP circuit dysfunction
underlying autism and synesthesia.
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Symposium 5 — Multisensory Integration and the Body
June 16", 9:00am - 10:30am

Organizer: Jared Medina, University of Delaware

Body perception is inherently multisensory, with information from various senses
combining to create a coherent sense of the body. Along with the well-explored
problem of multisensory integration across different modalities, other factors also
influence multisensory integration of the body. For example, information from
different spatial representations with their own frames of reference need to be
weighted and integrated. Furthermore, top-down information from stored
representations of the body may be combined with bottom-up sensory input from
different modalities, leading to perception. In this symposium, we will review
recent evidence addressing how information from different spatial
representations and modalities are integrated. Our first set of speakers will
describe recent results highlighting how spatial representations of the body
influence the processing of tactile cues and motor control. Our second set of
speakers will describe recent results highlighting how representations of the body
and of space generally can be manipulated through vision, galvanic vestibular
stimulation, and tool use. Collectively, our session will leverage novel
technologies, brain stimulation, computational modeling, and behavior to provide
an updated perspective on the interplay between body representations and
multimodal cue processing.

S5.1 Feeling a touch to the hand on the foot
Stephanie Badde'-2*, Brigitte R6der?, & Tobias Heed?3
1 Department of Psychology, New York University
2 Biological Psychology and Neuropsychology, University of Hamburg
3 Biopsychology and Cognitive Neuroscience, Bielefeld University

Where we perceive a touch presumably depends on somatotopic maps that
code its location on the skin surface, as well as on parietal maps laid out to
represent tactile locations in external space. However, the location of a
touch is characterized also by non-spatial features such as the type of the
stimulated limb. We found that healthy adults sometimes attribute brief
tactile stimuli to completely wrong limbs. These errors were used to
investigate the contributions of somatotopic, external and feature-based
coding to touch localization. In each trial, two randomly selected limbs were
successively stimulated, and participants indicated the perceived location of
the first touch, choosing from all four limbs. Hands and feet were positioned
uncrossed or crossed to disentangle the influence of somatotopically and
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externally coded stimulus location. Although mostly being accurate,
participants regularly reported touch at non-stimulated limbs. These
phantom errors occurred preferentially at limbs of the homologous limb or
on the same body side as the physical touch, with the former being much
more frequent when the stimulated limb was crossed. Moreover, phantom
errors did not depend on external-spatial alignment of stimulus and
erroneously responding limb, but on alignment of the responding limb with
the stimulus’s body side. The phenomenon of phantom errors indicates that
touch can be perceived at a limb without any peripheral tactile input to the
respective somatosensory map region or adjacent areas. Moreover, the
pattern of phantom errors suggests that although body posture influences
tactile localization, touch is attributed to a limb based on anatomically
defined features that abstract from spatial coding.

Return to top

S5.2 Canonical computations mediate cue combination in touch

Jeffrey M. Yau* & Md. Shoaibur Rahman
Department of Neuroscience, Baylor College of Medicine

Our remarkable ability to sense and manipulate objects bimanually likely
requires the integration of sensory inputs that signal both the local events
occurring at the fingertips (touch) and the relative locations of the hands
(proprioception). Yet, the neural computations that support bimanual touch
are unknown. Here, we show that tactile signals experienced on one hand
systematically influence the perceived frequency of vibration cues
experienced on the other hand. Moreover, the strength of bimanual
interactions in the frequency domain, indexed by bias and threshold
changes, vary according to the proximity of the hands: Hands held further
apart interact less than hands held closely together. Surprisingly, a different
pattern of bimanual interactions is observed when subjects perform an
analogous intensity discrimination task: Distractors only attenuate the
perceived intensity of a vibration cue and the magnitude of attenuation is
independent of hand location. These idiosyncratic cue combination patterns
could be well explained by distinct computational models. Our collective
results reveal feature-specific cue combination patterns in bimanual touch
that are consistent with canonical computations like normalization.

Return to top
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S5.3 Moving with a growing body: development of visual-proprioceptive
integration for hand motor control
Marie Martel* & Tobias Heed
Faculty of Psychology and Sports Science and Center of Excellence in
Cognitive Interaction Technology, Bielefeld University

Spatial integration across sensory modalities supports fine-tuned motor
control. During movement, both vision and proprioception signal the location
of our body parts. Yet, we lack knowledge on how interactions between
multisensory integration and motor control develop in humans. In children,
some multisensory functions develop over a protracted period, and adult-
like weighted integration that yields to optimality principles is not evident
until at least 8-10 years of age. At present, it is unclear whether a similar
protracted development occurs for the use of multisensory information in
motor control.

Here, we investigated the performance of 4-10-year-old children in
unimanual and bimanual motor tasks with proprioceptive, visual, and
proprioceptive-visual input. Children operated an apparatus that had two
handles that could move in circles. Handle positions could be displayed as
cursors on a cover over the workspace. Children had to symmetrically
coordinate circular movements with the two unseen hands (proprioceptive
only), or additionally received cursor feedback (proprioceptive-visual). In a
third condition, they coordinated one hand with the circular movement of a
cursor (visual only). In two further conditions, we tested whether children
could maintain an asymmetrical rhythm (2 circles with one, and 3 with the
other hand) when visual feedback was veridical or modified to appear
symmetrical.

Whereas performance was adequate during symmetric coordination after 5
years of age when proprioceptive information was available, it was not
improved by adding visual information. Performance with vision alone was
markedly impaired compared to proprioceptive conditions for the younger
groups. Moreover, asymmetrical rhythms were not adequately performed
even with symmetrical visual feedback.

Our results reveal a lack of visual-proprioceptive integration in children that
contrasts with the dedicated use of vision for motor control in adults. This

result suggests that the development of multisensory integration for motor
control may continue well into adolescence.
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S5.4 Influence of stored body representations on multisensory integration
Jared Medina*, Yuqi Liu
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Department of Psychological and Brain Sciences, University of Delaware

Information from different sensory modalities needs to be combined to
make a coherent, multisensory percept. In addition to known principles of
optimal integration based on the precision of each modality, prior
knowledge from experience may also influence multisensory integration.
We review how information from stored representations of the properties of
the body also contribute to multisensory integration, using examples from
the mirror box illusion. Over multiple experiments, we presented participants
with variants of the mirror box illusion in which the participant’s limbs are
positioned in opposing postures. After synchronous bimanual movement,
participants report an illusory rotation of their hidden hand, such that they
feel like it is in the viewed (mirror) position. First, even though participants
did not rotate their hands, the illusion was strongly modulated by stored
knowledge regarding biomechanical constraints of the body. Second, we
examined whether there is differential weighting, not only for different
modalities, but information from different types of representations. We found
more integration for congruent movements in externally-based versus
motor-based frames of reference. Third, examining the time course of this
illusion, we found that evidence for two different mechanisms for
multisensory integration of the body — immediate visual capture of
perceived limb position, or a gradual shift from the proprioceptively-defined
to the visually-defined limb position. We discuss how prior information from
body representations can be incorporated into existing models of
multisensory integration.
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S5.5 Body size perception in healthy adults can be manipulated using
galvanic vestibular stimulation and distorted visual exposure
Sarah D’Amour*, Deborah Alexe, Isabella Lim and Laurence R. Harris
Centre for Vision Research, York University

The brain has an implicit, internal representation of the body that is
maintained, adjusted, and updated in response to changes in body shape
during growth and development. Here, we investigated how perceived body
size accuracy may be affected when body representation is manipulated.
We attempted to alter body perception by either having participants look at
a distorted image of their own body for five minutes or by the use of
disruptive galvanic vestibular stimulation (dGVS sum of sines). Participants
were tested with the body or body parts presented in different viewpoints to
see if performance changed for familiar and unfamiliar views. The Body
Shape Questionnaire (Cooper et al., 1986) was also administered.
Accuracy was measured using a novel psychophysical method for
determining perceived body size that taps into the implicit body
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representation (D’Amour and Harris, 2017). The time course of visual
adaptation effects was measured. Control experiments were also carried
out using a familiar inanimate object (e.g., a Coke can). Manipulating body
representation using both visual and vestibular methods resulted in
changes to perceived body size accuracy. These results provide insights
into how the brain represents the body, revealing that body size perception
is flexible and plastic.
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S5.6 Two flavors of tool embodiment

Luke E. Miller
Lyon Neuroscience Research Center

A hallmark feature of the sense of our body is that it is incredibly flexible.
Perhaps the most striking example of this is the fact that the brain readily
incorporates external objects into the way it represents and controls the
body, a group of phenomena collectively referred to as “embodiment”. For
example, using a tool for only a few minutes extends multisensory body
representations underlying both perception (e.g. Miller, et al. 2014) and
action (e.g. Cardinali, et al. 2009). “Tool embodiment”, as this modulation is
often called, has been studied in detail over the last two decades (Martel, et
al. 2016). However, there is a second “flavor” of tool embodiment that has
received far less attention’the user’s ability to use a tool as a functional
extension of their body. Here, we investigated whether the nervous system
treats a tool as a sensory extension of the body. Using a classic tactile
localization paradigm, we found that users can sense where an object
contacts the surface of a wooden rod with surprising accuracy, just as is
possible on the skin itself. Follow-up experiments showed that: (1) this
sensory ability does not require prior experience with the rod; (2) the ability
to predict the vibratory dynamics of the rod is crucial; (3) users can flexibly
update their sensing behaviour to wield novel tools; and (4) the tool (like the
body) is represented in both egocentric and tool-centred spatial reference
frames. Future research in our lab will investigate how both flavours of
embodiment are related. Doing so will provide a more complete picture of
how embodiment emerges from the functional coupling between
technological and neural levels of information processing.

Return to top
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Symposium 6 — Multisensory Integration and Aging

June 16, 10:45am — 12:00pm

Organizer: Jeannette R. Mahoney, Albert Einstein College of Medicine

The ability to successfully integrate simultaneous information relayed across
multiple sensory systems is an integral aspect of daily functioning. Unisensory
impairments have been individually linked to slower gait, functional decline,
increased risks of falls, cognitive decline, and worse quality of life in the elderly.
To date, however, relatively few studies have set out to determine how
multisensory integration processes change with increasing age. In what follows,
we will discuss recent aging work investigating: 1) the temporal binding window
of integration; 2) susceptibility to the sound-induced flash illusion; and 3)
differential visual-somatosensory integration effects. Our overall objective is to
demonstrate the clinical-translational value of multisensory integration effects in
predicting important motor outcomes like balance and falls.

S6.1 Temporal Integration of Multisensory Events in Later Years
Michael Barnett-Cowan
University of Waterloo

To safely interact with the environment, the brain must quickly make sense
of converging multisensory information in order to form a reliable and
accurate percept with which to guide decision-making and behaviour. As we
age, however, natural changes occurring in the brain affect the way the
senses provide accurate and reliable information about the world in timely
fashion. While it is well understood that the senses become less sharp as
we age, how the brain continues to integrate multisensory cues with
unreliable sensory information available in later life is less clear. Older
adults have trouble separating multisensory events in time, an observation
that cannot be entirely accounted for by an age-related reduction in
unisensory detection thresholds, potentially explaining why many sensory-
related challenges experienced in later life (e.g., decision-making,
communication, balance control) persist despite the use of corrective
devices designed to address unisensory loss. Given that sensory-related
challenges in the elderly can dramatically affect later life functional
independence, lead to isolation, impaired communication, and increased fall
rates, a shift in the paradigm for assessing and treating sensory impairment
in the elderly is needed. Here | review work in our lab that has shown that i)
older adults have an extended temporal binding window compared to
younger adults, but which is task-specific, ii) older adults are less aware of
the perceived onset of a fall compared to younger adults, and iii) the
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representation of the duration of multisensory events during a fall is
distorted during a fall, particularly for older adults. These results and future
work will be discussed in the context of informing falls prevention strategies
to help prevent falls in later life.
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S6.2 Simultaneity and temporal order judgments are coded differently and
change with age: an event-related potential study
Aysha Basharat*, Meaghan S. Adams, W. Richard Staines, Michael
Barnett-Cowan
University of Waterloo

Multisensory integration is required for a number of tasks of daily living
where the inability to accurately identify simultaneity and temporality of
multisensory events results in errors in judgment and can lead to poor
decision-making and dangerous behaviour. Previously, our lab discovered
that older adults exhibited impaired timing of audiovisual events, particularly
when making temporal order judgments (TOJ). Simultaneity judgments (SJ)
however were preserved across the lifespan. Recently, we investigated the
difference between the TOJ and SJ tasks in younger and older adults to
assess neural processing differences between the two tasks and across the
lifespan. Event related potentials (ERPs) were studied to determine
between-task and between-age differences. Results revealed task specific
differences in perceiving simultaneity and temporal order, suggesting that
each task may be subserved via different neural mechanisms. The auditory
N1 and visual P1 ERP amplitudes confirmed that unisensory processing of
audiovisual stimuli did not differ between the two tasks within both younger
and older groups, indicating that performance differences between tasks
arise either from multisensory integration or higher-level decision-making.
Compared to younger adults, older adults showed a sustained higher
auditory N1 ERP amplitude response across SOAs, suggestive of an
extended temporal binding window. Our work provides compelling evidence
that different neural mechanisms subserve the SJ and TOJ tasks and that
simultaneity and temporal order perception are coded differently and
change with age.

Return to top
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S6.3 A population study of multisensory perception in middle-aged and
older adults: The Sound-Induced Flash Illusion in The Irish
Longitudinal Study on Ageing (TILDA)

Annalisa Setti*, Belinda Hernandez, Rose Anne Kenny, Fiona N. Newell
University College Cork

Population studies such as the Berlin Ageing Study and the Health and
Retirement Study have provided strong evidence for the link between
sensory perception and ageing. Emerging evidence from the experimental
literature shows that multisensory perception also changes with ageing, and
it is associated with an enlarged temporal window of integration between
visual and auditory inputs. A test emerging as robust indicator of such age-
related changes is the Sound-Induced Flash lllusion. Older adults are more
susceptible to this illusion over larger stimulus onset asynchronies; this
higher susceptibility is, in turn, associated with cognitive and functional
disabilities. While multisensory perception has been vastly studied
experimentally, there are currently no population data available. Here we
present the protocol for the introduction of the Sound-Induced Flash Illusion
in the Irish Longitudinal Study on Ageing, a population representative study
of 50+ in Ireland. Data on the Sound-Induced Flash Illusion on a sample of
4000 individuals, showing the association between susceptibility at different
stimulus onset asynchronies and ageing, will be discussed in light of the
experimental literature and the potential contribution of population-level data
on multisensory perception to the study of healthy and pathological ageing.
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S6.4 Intra- and inter-individual differences in susceptibility to the Sound-
Induced Flash illusion
Jason Chan* & Annalisa Setti
University College Cork

The Sound-Induced Flash illusion (SIFI) is a robust multisensory
phenomenon occurring when one visual stimulus, for example a flash, is
perceived as two flashes when paired with two auditory stimuli in close
temporal proximity. Older adults are more susceptible to this illusion than
younger adults at longer stimulus on-set asynchronies (SOAS). However,
differences in the susceptibility to the illusion occur depending on the
population considered (e.g. fallers or active older people who exercise) and
on the experimental context (e.g, the number of SOAS) available to the
participants during the task. Given that previous research has shown that
older adults are a heterogeneous population, these individual differences
need to be considered. The SIFI could be potentially part of a non-verbal
diagnostic toolkit to assess multisensory integration, however operational
standards need to be considered. Furthermore, many studies have used the
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SIFi to investigate multisensory temporal integration, largely showing the
same pattern of results. However, the number of perceived illusions vary
between these studies. We will discuss work that shows changing the
number of SOAs presented will affect the number of perceived illusions.
This suggests the SOAs are modulating the perceived illusion. We will
discuss these intra and inter-individual differences in light of temporal
integration deficits and prospective use of SIFI to assess such deficits.

Return to top

S6.5 Understanding Differential Visual-Somatosensory Integration Effects

in Aging
Jeannette R. Mahoney*
Albert Einstein College of Medicine

Successful integration of concurrent information across multiple sensory
modalities is crucial for functioning in the real world, completion of activities
of daily living, and mobility. Yet, research investigating age-related changes
in multisensory integration (MSI) processes still remains scarce. To date,
there has been converging evidence for larger behavioral MSI effects in
older compared to younger adults; however, the question of whether
“larger” effects are actually “better” for seniors remains largely unanswered.
Findings from our recent visual-somatosensory (VS) multisensory studies
provide support for differential patterns of multisensory processing in aging
that are associated with static balance, falls, and physical activities. In an
attempt to identify potential mechanisms behind these age-related VS
integrative effects, we investigated constituent unisensory visual and
somatosensory functioning. Results revealed that older adults with poor
somatosensory sensitivity demonstrated larger VS integrative effects;
however, the largest VS integrative effects were found in seniors with both
poor somatosensory sensitivity and poor visual acuity. Collectively, these
results shed light on the idea that VS integration is likely a compensatory
process used to overcome age-related physiological declines in unisensory
processing. While the effect of MSI has been attributed to basic
degenerative changes in neuronal architecture during the aging process,
this speculative interpretation has yet to be empirically tested. Future
studies are clearly needed to establish the structural and functional
correlates of multisensory integration in aging, specifically visual-
somatosensory integration, in order to further establish the link between
differential MSI effects with other important age-related clinical motor
outcomes.

Return to top
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Talk Session 2 — Audio-visual substitutions and illusions

June 16", 1:30pm — 3:15pm

T2.1 Training-induced plasticity with a visual-to-auditory conversion
system. Seeing the thunder while still hearing it.
Malika Auvray
CNRS - ISIR

William James made the hypothesis that, if our eyes were connected to the
auditory brain areas, and our ears to the visual brain areas, we would
Ohear the lightning and see the thunderO [1]. Research suggests that
modality-specific brain areas, such as the visual cortex, can process
auditory stimuli, for instance in the case of brain alteration (e.g., rewired
ferret’s brain) or sensory deprivation (e.g., blindness). The study we
conducted aimed at investigating behaviourally this question, by using a
non-invasive technique of sensory plasticity. The participants learned to use
a visual-to-auditory sensory substitution device, which translates visual
images recorded by a camera into soundscapes. Both before and after
training, they completed a Stroop-like task in which they had to recognize
soundscapes while being simultaneously presented with task-irrelevant
visual lines. Before training, the visual images did not influence the
participants’ responses. However, after training, they disturbed the
participants’ response when the auditory soundscape did not correspond to
the conversion of the visual image. This visual interference effect reveals
that visual imagery can be associated to auditory stimuli. In addition, the
participants’ performance during training for localisation and recognition
tasks, as well as their associated phenomenology, depended on their
auditory abilities, revealing that processing finds its roots in the input
sensory modality. Our results bring behavioural evidence to the thesis that
experience with sensory substitution devices is neither strictly visual nor
auditory, but the functional plasticity at stake is complex, and based on a
multisensory architecture [2]. Altogether, they suggest that brain plasticity
allows people to see the thunder while still hearing it.
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T2.2 Face and line-orientation discrimination via sensory substitution and
their brain dynamics in the congenitally blind
Micah Murray
University Hospital Center and University of Lausanne
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Computations within many brain regions (and their perceptual
consequences) are independent of the specific sensory information input
they receive. This has been demonstrated in visually-impaired and blind
individuals using sensory substitution devices (SSDs). Following training,
nominally visual processes of face and letter discrimination can be
performed within the fusiform face area (FFA) and the visual wordform area,
respectively, via exclusively auditory inputs. Such evidence has hitherto
come primarily from fMRI, thus leaving the brain dynamics, and so the
cognitive mechanisms, of SSD-driven perceptions unresolved. Furthermore,
it is unclear if SSDs can achieve computations ascribed to neurons within
the primary visual cortex (V1), such as line-orientation discrimination. We
recorded 64-channel EEG from nine adult blind individuals (8 congenitally
blind, 1 blind from 1 year of age). All participants trained for ~70 hours with
the vOICe visual-to-auditory SSD, and none had prior SSD experience. For
the EEG experiment, participants were presented passively with
soundscapes of letters, line drawings of faces, and their scrambled
counterparts, after having behaviourally demonstrated >95% accuracy in
discriminating these categories. First, ERPs to face soundscapes differed
from those to scrambled faces within the first 400ms post-soundscape
onset and involved stronger sources within the FFA and anterior temporal
cortices. Crucially, responses to soundscapes of letters with a
predominantly horizontal versus vertical line orientation differed first at 270-
400ms post-soundscape onset and within V1 and surrounding visual
cortices. Orientation discrimination with SSDs is indeed performed in V1.
These collective results provide the first demonstration of the dynamics with
which highly-tuned Osensory-specificO neural populations perform stimulus
discrimination based on inputs from another sense. On the one hand, our
findings extend models positing task-contingent brain organization to
include V1. On the other hand, our findings impact designs of SSD
technologies and the kinds and speed of visual processing that may be
achieved.
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T2.3 Noise, multisensory integration, and previous response in perceptual
disambiguation
Cesare Parise
Oculus Research

Sensory information about the state of the world is generally ambiguous.
Understanding how the nervous system resolves such ambiguities to infer
the actual state of the world is a central quest for sensory neuroscience.
However, the computational principles of perceptual disambiguation are still
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poorly understood: What drives perceptual decision-making between
multiple equally valid solutions? Here we investigate how humans gather
and combine sensory information within and across modalities to
disambiguate motion perception in an ambiguous audiovisual display,
where two moving stimuli could appear as either streaming through, or
bouncing off each other. By combining psychophysical classification tasks
with reverse correlation analyses, we identified the particular spatiotemporal
stimulus patterns that elicit a stream or a bounce percept, respectively.
From that, we developed and tested a computational model for uni- and
multi-sensory perceptual disambiguation that tightly replicates human
performance. Specifically, disambiguation relies on knowledge of
prototypical bouncing events that contain characteristic patterns of motion
energy in the dynamic visual display. Next, the visual information is linearly
integrated with auditory cues and prior knowledge about the history of
recent perceptual interpretations. What is more, we demonstrate that
perceptual decision-making with ambiguous displays is systematically
driven by noise, whose random patterns not only promote alternation, but
also provide signal-like information that biases perception in highly
predictable fashion.
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T2.4 Temporal context effects in the McGurk illusion
Lars T Boenke
Leibniz Institute for Neurobiology, Magdeburg, Germany

In a typical experiment investigating the McGurk illusion stimuli are chosen
in a way that congruent stimuli (template) and incongruent stimuli
(competing-incongruent stimulus, CIS) are not competing for the same
perceptual category within a single experimental session. This is to avoid
that subjects exploit the temporal proximity of template and CIS to tell their
difference, thereby degrading the strength or frequency of occurrence of the
illusion. Here, we explicitly address the dynamics of the McGurk illusion in a
scenario where template and CIS both typically mediate an auditory ‘ta’
perception (e.g., congruent: visual: ‘ta’/auditory: ‘ta’ and incongruent: visual:
‘ka’/auditory: ‘pa’ both yielding reported ‘ta’-percepts). To this end, we
presented template and CIS in a single experimental session and
randomized order. Post-hoc we sorted the presented trials based on
stimulus type and run length (i.e., the number of times the same stimulus
occurred in immediate succession). By this analysis we were able to test
the frequency of the McGurk illusion as a function of run length of the CIS
(which also correlates to elapsed time). Results showed that when the CIS
followed the template immediately, the McGurk illusion was indeed less
frequent compared to a baseline. This is in line with the (implicit) belief that
individuals can exploit the temporal proximity of template and CIS to tell the
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difference between the congruent and incongruent stimulus. Further
analysis also showed that with increasing temporal distance of the CIS to
the template the frequency of occurrence of the illusion approached
baseline again.
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T2.5 A new psychophysical paradigm to quantitatively assess body
ownership in the rubber hand illusion paradigm.
Marie Chancel
Karolinska Institue

The perception of limbs as one’s own is called body ownership (BO). BO
requires the integration of signals from multiple sensory modalities including
vision, touch and proprioception (Ehrsson, 2012). Yet, the literature lacks a
sensitive and rigorous psychophysics method to register BO. To fill this gap
we developed a new discrimination task that allows a more precise and
direct measurement of BO based on a version of the Rubber Hand Illusion
(RHI).

In this paradigm, the participants’ right hand lies hidden beneath a table,
while on this table two identical right RHs are placed in parallel to each
other (same distance from the real hand, same orientation). Three robot
arms repeatedly apply taps to the two RHs and to the participants’ real
hand. Each RH can be touched synchronously with the other RH and the
participants’ hand or with a systematically variable delay (<200 ms, the
longer the delay the weaker the BO for that RH). The participants then have
to decide which of the two hands feels more like theirs. We manipulated the
real hand position’s relatively to the RHs (Exp1) and the texture congruency
between the visual and tactile stimuli (Exp2).

The results show that participants’ perception of BO can be quantitatively
described by the mean and variance of the fitted psychometric curves. This
fitting does not work under conditions known to abolish the RHI. By
analysing the curves’ means under different distance conditions, we
reproduced well-known constrains of the RHI and, thus, were able to
confirm that our paradigm adequately registers BO (Exp1l). Moreover, even
small discrepancies between the seen and felt touches leads to a significant
change in BO (Exp2), which demonstrates the sensitivity of our method.
Taken together, our results suggest that BO constitutes a genuine
perceptual multisensory phenomenon that can be quantified with
psychophysics.
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T2.6 Spatial multisensory recalibration operates over distinct timescales
David Watson
University of Nottingham, UK

Dynamic changes in the environment require the human perceptual system
to flexibly recalibrate the integration of multi-sensory inputs. In the
ventriloquism aftereffect (VAE), repeated presentations of spatially
discrepant visual and auditory stimuli lead to a perceptual recalibration of
auditory space, shifting the perceived location of subsequently presented
auditory stimuli in the direction of the visual offset. Yet the timescales over
which spatial multisensory recalibration develops remains unclear. Here we
characterise the dynamics of the VAE and ask whether they reflect a single
adapting mechanism, or multiple mechanisms operating over distinct
timescales. We adapted subjects to a sequence of pink noise bursts
positioned across a range of azimuths, each presented in synchrony with a
Gaussian blob positioned at either the same location, or offset to the left or
right by 20 degrees. After each adapting period, subjects reproduced the
perceived location of a series of unimodally presented auditory stimuli. We
measured the growth and decay of the VAE after adaptation to audio-visual
spatial discrepancies for varying durations of adaptation — from 32 up to 256
seconds. Our results showed that the VAE built up and decayed in a
manner proportional to the duration of the initial adaptation period. To
distinguish recalibration mechanisms operating at unitary or distinct
timescale(s), we employed an adapt/de-adapt paradigm. Subjects initially
adapted to an audio-visual spatial offset lasting 256 seconds, then
immediately de-adapted to the opposite offset for 32 seconds. VAEs elicited
by adaptation were initially cancelled by de-adaptation, but subsequently re-
appeared with further testing. This suggests that opposing VAESs can be
simultaneously stored at different timescales. Taken together, our results
support a model in which the VAE is governed by multiple spatial
recalibration mechanisms tuned to different timescales.
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T2.7 Retiring the McGurk Effect
Lawrence Rosenblum
University of California, Riverside

The McGurk Effect has arguably been one of the most influential
phenomena in the history of perceptual psychology. In ostensibly
demonstrating the automaticity with which the senses combine, it has help
motivate a new understanding of perceptual experience and neuroscience
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as being supremely multisensory. However, the McGurk Effect has also
been used as a methodological tool to establish when and how audiovisual
integration occurs. The effect has also been used to evaluate how the
processes of multisensory integration might differ across individuals,
cultures, development, and attentional states.

In this talk, it will be argued that based on what is now known of the McGurk
effect, as well as of perceptual and neurophysiological research, the effect
fails as a reliable tool for measuring integration. There are clear empirical
examples in which the McGurk effect fails, but audiovisual speech
integration still occurs (e.g., Brancazio & Miller, 2005; MacDonald,
Andersen, & Bachmann, 2000). Other examples show that despite overt
responses reflecting no McGurk Effect integration, covert responses show
otherwise (e.g., Gentilucci & Cattaneo, 2005; Sato, et al. 2010). It could
very well be that given sufficient crossmodal information for a coherent
event, integration always occurs, even when McGurk effect responses fail.
It will be argued that other measures, including analyses of production
responses, as well as simple evaluations of visual enhancement of speech
in noise, are more reliable and informative measures of perceptual
integration.
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Talk Session 3 — Developmental Perspectives

June 16", 1:30pm — 3:15pm

T3.1 Quantifying the weights of multisensory influences on postural control
across development
Mark A. Schmuckler
University of Toronto Scarborough

Balance control is fundamentally a multisensory process. Starting in
infancy, people are sensitive to a variety of perceptual inputs for controlling
balance, including the proprioceptive and kinesthetic inputs traditionally
believed to control balance, along with both visual (e.g., presence versus
absence of visual input, imposed optic flow information) and haptic (e.g.,
light-fingertip contact) information. Given such findings, one of the principal
guestions now facing researchers interested in posture involves quantifying
the weighting, and potential reweighting, of sensory inputs across varying
task environments, and across developmental time. Work in my laboratory
over the years has explored the impact of a variety of such sensory
components in different task environments, such as lit versus dark
environments, moving room paradigms, varying conditions of haptic input,
proprioceptive inputs via explicit manipulations of length and width of base
of support, in children ranging in age from 3 to 9 years. The current talk
focuses on recent work that has aggregated the findings across these
multiple experiments, using these data to specifically address the issue of
weighting of varying sensory inputs for postural control, and how this
weighting might change over time. Specifically, quantification of sensory
inputs was calculated by predicting measures of postural stability as a
function of dummy coding for a range of visual, haptic, and proprioceptive
inputs. These analyses revealed interesting developmental differences of
the relative weights of sensory information across children ranging in age
from 3 to 9 years, and adults. Such modeling thus enables the quantification
of developmental trajectories in children’s relative use of varying visual,
haptic, and proprioceptive inputs in postural control.
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T3.2 Infant learning in vision and beyond
Chia-huei Tseng
Research Institute of Electrical Communication, Tohoku University

Learning in a multisensory world is challenging as the information from
different sensory dimensions may be inconsistent and confusing. By
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adulthood, learners optimally integrate bimodal (e.g. audio-visual, AV)
stimulation by both low-level (e.g. temporal synchrony) and high-level (e.g.
semantic congruency) properties of the stimuli to boost learning outcomes.
However, it is unclear how this capacity emerges and develops. One of the
challenges comes from the lack of proper research paradigm for infants.

To approach this question, we designed a novel paradigm to examine
whether preverbal infants were capable of utilizing high-level properties with
grammar-like rule acquisition. In this paradigm, we first habituate infants
with an audio-visual bimodal temporal sequence that represents an A-A-B
rule. The audio-visual relevance and consistence can vary in perceptual
(e.g. visual motion and arising auditory frequency), cognitive (e.g. syllables),
or semantic dimensions (e.g. emotional categories). | will describe the
design rationale, and how our results show that similar to adults, preverbal
infants’ learning is influenced by a high-level multisensory integration gating
system, pointing to a perceptual origin of bimodal learning advantage that
was not previously acknowledged.
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T3.3 Crossmodal association of auditory and visual material properties in

infants
Yuta Ujiie
Research and Development Initiative, Chuo University, Tokyo, Japan

The human perceptual system enables to extract visual properties of an
object’s material from auditory information. The neural basis underlying
such multisensory association has been revealed to develop throughout
experience of exposure to a material, by neuroimaging studies in monkey.
In humans, however, the development of this neural representation remains
poorly understood. Therefore, we addressed this question by using near-
infrared spectroscopy (NIRS), a functional brain activity imaging technique,
to examine the brain activity in response to audiovisual material matching in
4- to 8-month-old infants. In this presentation, | will show our finding that, in
preverbal 4- to 8-month-old infants, the presence of a mapping of the
auditory material property with visual material in the right temporal region.
This indicated that audiovisual material information involves a relatively
high-order processing that is enveloped by the sound symbolism. Also, | will
suggest the possibility that the development of the association of
multisensory material properties may depend on the material’s familiarity
during the first half year of life.
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T3.4 Visual and somatosensory hand representation through development.
Lucilla Cardinali
Fondazione Istituto Italiano di Tecnologia, U-VIP _ Unit for Visually Impaired
People, Genova, Italia

Our body changes in size and shape throughout life. Childhood is a crucial
period during which body growth increases substantially. How does the
brain keep track of such changes? How visual and somatosensory
information is used to create an accurate representation the body? Here we
investigate the accuracy of the hand representation in children using a
visual and a haptic task. 80 children between 5 and 10 years old judged the
size of their own hand against a series of fake hands presented either
visually or haptically. Using a staircase method, we found that all children
underestimate the size of their hand. The amount of underestimation
increases with age and is modality independent, that is, is present for both
the visual and haptic task. The variability in the response is higher in the
haptic condition compared to the visual one. Finally, the representation bias
is body-specific as it is not present when the same children estimated
(visually or haptically) objects size. Distortions in hand representations have
been previously reported in adults; however, this is the first study to show
the presence of a distortion in hand representation in children too. Crucially
such underestimation is smaller than the one previously described in adults
suggesting that the gap between real body and represented body increases
throughout life.
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T3.5 The role of allocentric information in the development of spatial
navigation across childhood
Luigi F. Cuturi
Istituto Italiano di Tecnologia

The triangle completion task is a navigational and path integration task
often used to study the integration of spatial navigation abilities with
multisensory cues in order to build an allocentric representation of space.
This methodology allows to investigate the capability of updating own
position in space relative to the available sensory cues. Here, we tested
children (age: 6-11 y.0.) with a triangle completion task to study how well
they accomplish spatial updating after turning angles of 45j, 90; or 135j to
the right or left. Additionally we also tested how an allocentric reference (an
auditory cue) might influence performance. Trajectories were recorded by
means of the Kinect (motion sensing device — Microsoft) and the EyesWeb
platform (Volpe et al., 2016). After walking along the first two legs that
compose the triangle (150 cm and 220 cm long, respectively) by being
guided by the experimenter, blindfolded participants were asked to return to
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the start position without support thus completing the triangle, i.e. along the
third leg. Each turn was verbally signaled and indicated by gently pushing
the participant towards the target direction. The task was described with a
forest exploration narrative in order to make it enjoyable for children. Our
results show that younger children performed worse than older peers, thus
indicating the role of the developmental stage in understanding the turned
angle. In particular, indexes as the distance between the ending point of the
trajectory and how stable children maintain a straight heading while moving
(i.e. directness), show that performance is worse at the early stages of
development (age 6-8 y.0.). The development of spatial updating skills
across the lifespan throws light on the ability of discriminating angles by
walking and how the integration of external cues could be used to develop a
learning platform for teaching angles by walking.
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T3.6 Sensory dominance and multisensory integration as screening tools
in aging
Pawel J. Matusz
Information Systems Institute at University of Applied Sciences Western
Switzerland (HES-SO Valais)

Naturalistic environments are inherently multisensory and the advantages of
multisensory information for brain and behavioural processing are well-
established. In turn, healthy aging has a pervasive impact on the brain’s
structure and function, and sensory, perceptual, as well as memory and
executive functions seem particularly impacted by aging-related changes.
However, these insights emerge from almost exclusively unisensory
literature, while the multisensory benefits for information processing are
typically enhanced in healthy older compared to healthy younger
individuals. These contradictory results could potentially be reconciled by
studying sensory-dominance patterns; their importance for multisensory
benefits has been shown across the lifespan and changes therein would be
consistent with healthy and neurodegenerative aging-related changes in the
brain. Thus, we compared healthy young (HY), healthy older (HO) and mild-
cognitive impairment (MCI) individuals on a simple audio-visual detection
task. Neuropsychological tests assessed individuals’ learning and memory
impairments. First, patterns of sensory dominance emerged only for healthy
and abnormal aging groups, towards a propensity for auditory-dominant
behaviour (i.e., detecting sounds faster than flashes). Notably, multisensory
benefits were larger only in healthy older than younger individuals who were
visually-dominant. Second, the multisensory detection task offered added
benefits as a time- and resource-economic MCI screening tool. Specifically,
a receiver operating characteristic (ROC) analysis demonstrated that a
correct MCI diagnosis (derived from the Mini-Mental State Examination,
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MMSE) could be reliably achieved based alone on the combination of
indices of multisensory integration and of sensory dominance. These results
provide much-needed clarification regarding the presence of enhanced
multisensory benefits in both healthily and abnormally aging individuals. As
such, our findings highlight the potential importance of sensory profiles in
determining multisensory benefits in healthy and abnormal aging. Crucially,
these results also open an exciting possibility for multisensory detection
tasks to be used as a cost-effective complementary screening tool for
dementia.
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Talk Session 4 — Music

June 16", 4:45pm — 6:00pm

T4.1 Rapid improvement of audiovisual simultaneity perception after short-
term music training
Karin Petrini
Department of Psychology, University of Bath

Several studies have shown that the ability to detect audiovisual
simultaneity strongly increases in musicians compared to non-musicians
(e.g. Lee and Noppeney, 2011). However, the amount of training required to
achieve an improvement in audiovisual simultaneity precision is still
unknown. Here we examined whether a short training with a musical
instrument would improve audiovisual simultaneity precision in two
experiments. In the first one, 13 participants were trained with the drums for
two hours, one-hour training session repeated in two separate weeks.
Another group of 13 participants passively observed the trainer playing the
drums. Before and after the training, or observation, participants were
tested on an audiovisual simultaneity judgement task with nine levels of
asynchrony and two types of stimuli (a simple flash and beep clip and a
more complex face-voice clip). The second experiment was the same as
experiment 1 except that 14 participants in the music training group were
trained with the saxophone and 15 participants in the control group, who did
not receive any training, completed the task at the same time as the music
training group. We used an Independent Channels Model to fit the
simultaneity judgement data for each participant (Garcia-Perez & Alcala-
Quintana, 2012) and obtained measures of model parameters that
correspond to sensory (e.g. rate of processing of the visual and auditory
cues) and decisional processes (e.g. decision boundary or criterion for
asynchrony judgments). We found that active training with the drums
significantly improved the precision of both sensory and decisional
processes while training with the saxophone only improved one sensory
process. These results show a rapid effect of music training on audiovisual
simultaneity perception (with the extent of this effect being instrument-
dependent), and have important implications for rehabilitation therapies
aimed at population with poor audiovisual simultaneity precision (e.g.
autistics).
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T4.2 The Multisensory Perception of Music
Frank Russo
Ryerson University

Definitions of music tend to be unimodal in nature, often including some
version of the idea that music is organized sound with aesthetic intent. Even
philosophical treatise that attempt to define music in its broadest terms tend
to overlook multisensory aspects. However, multisensory aspects abound.
Most of the evidence for multisensory integration in music has been derived
from audio-visual paradigms, but increasingly research has begun to
consider the important role of somatosensation in music. In addition,
sensorimotor networks have been implicated that give rise to interesting
cascade efcects. For example, spontaneous motor activity in response to
rhythm give rise to micro-fluctuations of posture and head position, which
may in turn lead to vestibular stimulation. When such motor activity
becomes entrained it has the potential to serve as its own channel of
sensory input. As such, the perception of music is routinely multisensory,
integrating inputs from auditory, visual, somatosensory, vestibular and
motor areas. This review will commence with a brief consideration of the
auditory-only classical view of music perception with a focus on
lateralization, basic modularity, and pathways. The review will then turn to a
systematic consideration of evidence regarding non-auditory and
multisensory processing of three primary dimensions of music: pitch, timbre,
and rhythm. For each dimension, behavioral and neuroscientific evidence
will be considered and contextualized with respect to leading theories of
multisensory perception.
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T4.3 Tracking the evolution of learning a dance choreography in expert
ballet dancers and people with Parkinson’s disease
Joseph DeSouza
York University

At IMRF 2013, we presented analysis on our project examining the neural
networks involved in learning a new ballet to a novel piece of music over 8
months with a focus on auditory cortex (DeSouza & Bar 2012). We scanned
subjects (expert dancers and people with PD) up to four times using fMRI.
To date, we have now scanned 18 professional dancers from the National
Ballet of Canada, 12 controls and 10 people with PD. All subjects visualized
dancing to a one-minute piece of music during an 8-minute fMRI scan.
Subjects were asked to visualize dancing their part while listening to the
music. For more details of the training and performances for the first of 4
cohorts (see Bar & DeSouza, 2016). Results revealed a significant increase
of BOLD signal, across the sessions in a network of brain regions including
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bilateral auditory cortex and supplementary motor cortex (SMA) over the
first three imaging sessions, but a reduction in the fourth session at 34-
weeks. This reduction in activity was not observed in basal ganglia (caudate
nucleus). This increase and decrease in BOLD signal over learning is
examined in more depth. Our results suggest that as we learn a complex
motor sequence in time to music, neuronal activity increases until
performance and then decreases by 34-weeks, possibly a result of
overlearning and habit formation. Our findings may also highlight the unique
role of basal ganglia regions in the learning of motor sequences. We now
aim to use these functional regions of activation as seed regions to explore
structural (DTI) and functional connectivity analysis.
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T4.4 Improving visual recognition memory with sound

Arit Glicksohn
UCLA

Background: Many objects and events that we encounter in our daily lives
produce both visual and auditory information. Previous studies reveal that
recognition memory in one modality (e.g., an image of a clock) is enhanced
if the object is initially encoded in both modalities (e.g., hearing and seeing
a clock). It has been postulated that multisensory encoding results in ‘richer’
representations, which are later retrieved upon presentation of unisensory
information. Question: Is this multisensory encoding advantage limited to
natural audio-visual pairings (such as the image and sound of a clock), or
does it extend to artificial associations (i.e., objects that are not naturally
associated with sound)? Methods: We trained participants to associate a
set of geometric patterns with brief melodies, and then tested them in a
recognition memory task. In session 1, participants learned the association
between shapes and melodies. In session 2, participants performed a
memory task consisting of a study phase, delay, and test phase. During the
study phase, half of the shapes were presented together with their
associated sound, and half were presented in silence, and these trials were
interleaved pseudorandomly. During the test phase, all shapes were
presented in silence, and the task was to determine for each shape whether
it was new or old. Half of the OoldO shapes had been initially presented
audio-visually and half presented only visually. Results: Participants were
better at recognizing shapes originally encoded audiovisually compared to
encoded only visually. Results of a control study confirmed that the
association between the shapes and melodies was necessary for the
observed enhancement. Conclusion: These findings reveal that
multisensory encoding advantage also applies to artificial audiovisual
associations, and therefore, associating visual stimuli with sounds can be
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exploited to enrich visual encoding, and improve the subsequent retrieval of
visual information.
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T4.5 Horizontal variation in visual stimuli affects auditory pitch perception
equally in musicians and non-musicians
Jonathan Wilbiks
Mount Allison University

When assessing the pitch of auditory tones, participants respond more
quickly and more accurately when high pitch is associated with a physically
high response key, and low pitch with a low response key (Rusconi et al.,
2006). This SMARC effect seems to be relatively universal when it comes to
vertical orientation, but there is also evidence for a horizontal SMARC effect
in musicians (Keller & Koch, 2008; Cho & Proctor, 2002). Timmers and Li
(2017) suggested that since pianists (and to a lesser extent, other
musicians) were trained to have a high/right versus low/left spatial
representation of pitch because of the way a keyboard is laid out, they
exhibit a horizontal SMARC effect as well.

To examine relative effects of auditory and visual factors on the vertical
(VSMARC) and horizontal (hnSMARC) effects, we employed a 3 (vertical
height) x 3 (horizontal placement) x 3 (pitch height) x 3 (horizontal pitch
location) design. For each trial, 9 white dots in a 3x3 grid were presented
for 1500 ms, then one turned black as a tone, which could be high, medium,
or low was presented in left, both, or right ears. Participants were asked to
respond to the pitch of the cue by pressing one of three keyboard keys
mapped horizontally.

Findings show that horizontal visual cues contribute to perception of pitch
height in the expected manner (F(4,164) = 14.75, p < .001). Group
comparisons suggest that, while task performance was significantly better in
pianists and musicians than in non-musicians (F(2, 41) = 3.7535, p =
.03185), pianists unexpectedly show a smaller h\SMARC effect than
musicians and non-musicians (F(8, 164) = 2.2593, p = .02570). Future
research should manipulate factors such as pitch proximity and response
mapping in order to provide optimal conditions for h\SMARC to be observed.
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Talk Session 5 — Haptics and the Body Schema

June 16", 4:45pm — 6:00pm

T5.1 Electrophysiological Evidence for the Effect of Tool Use on Visuo-
Tactile Integration in Near and Far space
Elena Gherri
University of Edinburgh

The representation of the body and the multisensory space near it is
modulated by the active use of long tools as suggested by
neuropsychological and behavioural evidence in humans. This might
suggest that the tools becomes part of the body representation, extending
near space into far space. However, little is known about the underlying
neural mechanisms and recent studies have suggested that tool-mediated
effects on visuo-tactile integration in far space are simply due to the salient
tip of the tool which attracts visual attention in far space. Here, we
investigate whether the electrophysiological correlates of visuo-tactile
integration in near and far space are modulated by active tool use in healthy
humans. ERPs elicited by visuo-tactile stimuli in near and far space were
measured after short and long tool use. ERPs recorded close to the
somatosensory cortex in the P100 time-range were enhanced after long as
compared to short tool use. No such modulation was observed over
occipital areas where effects of visual attention would be expected, ruling
out a role of visual attention in these effect. This pattern of results provides
the first electrophysiological evidence that the active use of long tools
increased neural activity within somatosensory areas of the brain, in line
with the idea of plastic changes to the representation of the body induced
by the use of tools.
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T5.2 Influences of Conflicting Visual Information on Body Schema and
Haptic Perception of Hands
Katsunori Okajima
Yokohama National University

We conducted three experiments to confirm how conflicting visual
information modify the body schema where the visual movement was
guantitatively incoherent with the actual hand movement in a VR
environment. Participants observed their CG hands through a HMD while
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repeated opening and closing their hands. We defined Gain which is the
ratio of the angle in vision to the angle in hand between thumb and index
finger. When Gain is 1, it means the normal (coherence) environment.
However, when Gain is not 1, it is an abnormal (incoherent) environment in
the relationship between hand motion and visual motion. First, participants
repeated opening and closing their hands in an incoherent environment for
a few minutes. After that, they adjusted the Gain so as to perceive their
hand movements naturally. In Experiment 1, results showed that we can
adapt to such a conflicting visual environment in a short period of time and
build a new body schema related to the finger joint of both hands. In
Experiment 2, we demonstrated that such a multimodal adaptation effect
can be transferred between the right and left hands simultaneously,
suggesting that a common mechanism for both hands in order to normalize
the relationship between the actual hand motion and visual motion of
fingers exists in our brains. Finally, in Experiment 3, we showed that the
new body schema can also influence the tactile perception while
participants estimate the size of a small object by using two fingers after
adapting to an incoherent environment between actual hand motion and
visual motion of fingers. The results promise that comfortable VR content or
new VR interface can be developed by using the plasticity of the human
body schema.
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T5.3 The interplay of visual and haptic cues in multisensory grasping
Robert Volcic
New York University Abu Dhabi

The target of a grasping action is usually represented in visual coordinates,
but it can also be specified by additional haptic cues when we grasp with
one hand an object held by the other hand (e.g., reaching for a lid while
grasping a jar). In such cases we can plan and execute our actions based
on a combination of distance and size cues provided through both vision
and haptics. Here, we investigate which of these visual and haptic signals
are integrated in multisensory grasping. We contrasted visual and haptic
unisensory conditions, and, visuo-haptic conditions in which vision was
combined with both haptic distance and haptic shape cues, or, with only
haptic distance cues. Participants (n = 20) performed grasping movements
toward five differently sized objects located at three egocentric distances. In
the visual condition (V), participants had full vision of the object and the
workspace. In the haptic condition (H), vision was prevented and the action
was under haptic guidance from the other non-grasping hand. In the visuo-
haptic condition (VH-full), all visual and haptic cues were available
throughout the movement. In an additional visuo-haptic condition (VH-
distance), participants held a post which supported the object, instead of
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holding the object itself, while vision was fully available. In this case, haptics
was informative only about the egocentric distance of the object, but not
about its size. The availability of both vision and haptics (VH-full) produced
faster grasping movements with considerably smaller maximum grip
apertures than in the unisensory conditions. Critically, in the VH-distance
condition, grasping movements were indistinguishable from those in the
VH-full condition. In sum, these findings show that only haptic distance cues
in concert with visual signals are needed for optimal multisensory grasping.
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T5.4 Proprioceptive Distance Cues Restore Perfect Size Constancy in
Grasping, but Not Perception, When Vision Is Limited
Juan Chen
University of Western Ontario

Our brain integrates information from multiple modalities in the control of
behavior. When information from one sensory source is compromised,
information from another source can compensate for the loss. What is not
clear is whether the nature of this multisensory integration and the re-
weighting of different sources of sensory information are the same across
different control systems. Here, we investigated whether proprioceptive
distance information (position sense of body parts) can compensate for the
loss of visual distance cues that support size constancy in perception
(mediated by the ventral visual stream) versus size constancy in grasping
(mediated by the dorsal visual stream), in which the real-world size of an
object is computed despite changes in viewing distance. We found that
there was perfect size constancy in both perception and grasping in a full-
viewing condition (lights on, binocular viewing) and that size constancy in
both tasks was dramatically disrupted in the restricted-viewing condition
(lights off; monocular viewing of the same but luminescent object through a
1-mm pinhole). Importantly, in the restricted-viewing condition,
proprioceptive cues about viewing distance originating from the non-
grasping limb (experiment 1) or the inclination of the torso and/or the elbow
angle of the grasping limb (experiment 2) compensated for the loss of visual
distance cues to enable a complete restoration of size constancy in
grasping but only a modest improvement of size constancy in perception.
This suggests that the weighting of different sources of sensory information
varies as a function of the control system being used.
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T5.5 A meaningful pairing between action and the senses
Georgiana Juravle
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Impact Team, INSERM U1028, CNRS UMR5292, Lyon Neuroscience
Research Center, University Claude Bernard Lyon

We present a series of experiments designed to test, in a naturalistic task,
how the different senses inform our actions, with the specific goal to
investigate meaningful pairings between sensory information and goal-
directed actions. Participants were asked to report (with a movement of
their choice) how many marbles they believed there were in a jar based on
either auditory information only (Experiment 1a) or tactile information only
(Experiment 2a). They also estimated marbles numerosities while they
searched for a larger marble placed in the jar in half of trials (Experiment
2b). Further, another experiment where all senses were available was
performed for both movement tasks (non-meaningful estimate only vs.
meaningful search plus estimation, Experiment 3a-b), as well as, in
separate experiments, participants gave estimations on the number of
marbles based on visual information only (Experiment 4), and passively
listening to a recording (Experiment 1b). Overall, participants significantly
underestimated the number of marbles in the jar. For low numerosities,
results indicated very good estimation performance for visual information,
followed by touch, and lastly by audition. Meaningful action improved
estimates in audition for higher numerosities, but not in touch. Nevertheless,
when examining the movement profiles, meaningful searches based on only
tactile information proved to be more ample and consistent as evidenced by
higher mean amplitude difference between velocity peaks, higher number of
peaks, and higher mean peak velocity. Importantly, as a complement to the
substantial behavioural underestimation, movement variability significantly
increased for larger marbles numerosities.